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= Properties: O(1/T) rate
= we proved same O(1/T) rate = Sparse iterates
as batch FW = duality gap guarantees
-> each step n times cheaper though . rate holds even if linear

-> constant can be the same (SVM e.g.) subproblem solved
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Experiments

primal suboptimality for problem (1)
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Conclusion

= hew block-coordinate variant of Frank-Wolfe
algorithm

= Same convergence rate but with cheaper iteration cost

= applied to structural SVM, vyields:
= online algorithm
= optimal step-size computed in close form
= duality gap
= rates hold with approximate oracles



